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The Principle of End Weight maintains that constituents will occur in order of increasing weight (Behagel 1909; Quirk et al. 1985), but the precise definition of “weight” has been heavily debated. Previous proposals have defined weight as syntactic complexity (syntactic nodes or words), processing (dependencies), phonological complexity (lexical stresses), or phonological length (syllables). This paper presents a systematic investigation of these measures on constituent ordering in two constructions in spoken English. Our results show that the relative influences of phonological and syntactic weight measures vary across syntactic domains, and that weight effects cannot be reduced to a single dimension.

As approximations of syntactic complexity, counts of orthographic words or syntactic nodes have frequently been shown to be reliable predictors of constituent ordering (Wasow 2002; Szmrecsányi 2004; Bresnan and Ford 2010; a.o.). Phonological weight measures have also been suggested to affect constituent ordering (Benor and Levy 2006; McDonald et al. 1993; Anttila et al. 2010; Selkirk 1984; Zec and Inkelas 1990). However, these studies neither controlled for the influences of non-phonological predictors (see esp. Bresnan et al. 2007), nor did they account for the high degree of correlation between weight measures—e.g. the number of stresses increases as word count increases—which potentially masks the independent effects of individual variables.

In this study we examined the influences of various weight measures in genitive and dative construction choice (the car’s wheel ~ the wheel of the car; give the dog the bone ~ give the bone to the dog) in spoken American English using two relatively novel statistical techniques: information-theoretic model averaging (Burnham and Anderson 2004) and conditional random forests analysis (Strobl et al. 2009). Random forests analysis is robust to collinear data and is capable of detecting the independent importance of each variable. On the other hand, model averaging rejects the assumption of a single “best” model and instead allows us to make inferences about evidence from multiple candidate models with varying sets of parameters.

We studied five measures of weight, including the number of syntactic nodes, words, lexical stresses, syllables, and discourse-new referents in the constituents of genitive and dative constructions, while controlling for other known predictors of construction choice (Shih et al. 2009; a.o.). In both constructions, we found syntactic node count to be a highly predictive weight measure, but the reliability of other weight measures varied across the two constructions. Primary stresses were more reliable in predicting the genitive construction, while word and referent count were more reliable in the datives. We propose that this variation is evidence of differing constraints on organization within the NP and VP domains. More importantly, our study reveals that each of the measures investigated makes a distinct contribution to the choice of construction, thus challenging the common practice of reducing weight effects to a single syntactic or phonological variable. Finally, we note that while the two analytical methods used differ in important ways, there is a striking consistency between them, and we advocate this complementary approach to the study of linguistic variables.
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